§14. Continuous Random
Variables

A random variable, X, which takes values on an interval € R is a contin-
uous random variable.

Example 1

Temperature at the airport at 6 pm on Feb 25!, What is the
probability that this temperature will be 3.4752°C?

Two types of possible answers:

e P(X =3.4752) = 0 Since the real numbers are uncountable, there
is no way to assign probability to any specific value; so we assign
zero probability.

e This is a non-physical (nonsensical question). There is no way to
measure temperature with infinite precision.

e However we can measure the temperature with some precision say
3.4752 £ 0.0001°C. So we can claim the temperature is within the
interval [3.4751,3.4753]°C. Continuous physical quantities are de-
scribed with intervals and so we will assign probabilities to inter-
vals.

Definition 1

A continuous random variable is specified via its probability den-
sity function (pdf), p(z). The pdf satisfies:

1. p(z) 20

2. [:p(x)dle

2. P(aSXSb)=/bp(x)dx

a b

probability = area

Remark
The pdf does not

have the meaning of
probability. Its
anti-derivative does!
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Example: Uniform Distribution on [2,12]

() 01 ; 2<x<12
€T =
b 0 ;  otherwise

=) 12 12
f p(x) = 0.1dz=0.1z]," =1
—00 2

Example: Exponential Density

e ;x>0
p@»_{o gl

foop(a:) = fooe_“”dx: - "]y =1
—o0 0

Example: Cauchy Density

1

)= )

w/2

_Oop(iﬁ) = _oo ;2 dx = S arctan(z)
oo oo m(1+22) s /2

~[5-(5)]

0.1

Figure 1: Exponential Distri-
bution

0

Figure 2: Cauchy Distribu-
tion
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Example 2

What value of the constant k& will make the p(x) below a pdf?

kE(8-—x%) ; 0<x<2
p(z) = ( ) .
0 ;  otherwise

Solution
- 9 0.6 y= Tf)(t% - ?)
[ p@yda= [ k(3-a%)da
x3 2 0.2
1=Fk|8-— '
[ v 3 ]0
1=k(16—§) S 123 _ pel 2
3 3 40
Definition 2

The expected value of a random variable X with pdf p(z) is

p=FE(X)-= / z-p(x)dx
The variance of X is

o2 = Var(X) = E(X - E(X))? = [:(X _ )2 i

Proposition

Var(X) = E(X2) - [E(X)]2

Proof.

Var(X) = [ (@) pla) de
:[:ﬁ-p(:v)d:v—2u[:x-p(x)dx+u2[:p(x)dx

=/ 22 p(x)dr -2 p+ p
= B(X?) - p?
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Example 3

Determine E(X) and o(X) for

et x>0
_l) T =
(@) {O ;

x <0

Solution

E(X)-= _/Ooox e dx = [-ze™"]y + _/OOO eTdr=[-e"]F =1

Var(X) = fooo(x2-e‘$)dac— (1)? =

Example 4

Determine E(X) and o(X) for the Cauchy distribution

1
w(1+2x?)

p(z) =
Solution

E(X)= / 7r(1+x2 —— __dzi0 Not really. This is co — oo

Var(X)zf:xQ-mdx—(OV:oo

Figure 3: thick tails

Example 5

0.6

Determine E(X) and o(X) for the distribution

0.4

8-—122) ; 0<x<2 0.2
p(x) = {0 ot )

;  otherwise

‘\—4‘%(8 - 2?)
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Solution

2
1.4

2 3 3 3 9
EX:f 2 —2d:—(42——) = 2 (16-4) = —
(X)=Jy = @ #)de=g 4~ )| =169 =1

2 3 9\2 3 (8z3 2°\|° 81
oo (3552
Var(X) = [ 2% 5@-2)de—{5) =55 5|, 100

31

" 100

V31

70 =T5

Definition 3

The cumulative probability function (cdf) of a random vari-
able with pdf p(z) is
F(X)=P(X <) = f p(t) dt
0

Note: F(-00)=0,F(00) =1 and F(X) is never decreasing.

Example 6
Consider the random variable, X, with pdf
e® ; x>0
T) =
plz) {o L 2 <0
For x <0, F(x)=0.

For x >0, F(z) = f etdt=-eg=1-¢"
0
Thus,

1_ 4B o ZO
F)=1 "% 7
0 ; x<0

Example 7
Cumulative probability function for Cauchy density

1

AT
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xT

1
= —-arctan(t)
m

F(z) = .[oo7r 1+t2

— 00

1 T
== (arctan(x) + —)
m 2

1
= —arctan(z) + =
m

Example 8
Consider the random variable, X, with pdf

O(8 r?) ; 0<w<?2

p(z) =14
0 ;  otherwise
For 0<x <2
3 A" 3 z3\ 3z a3
F f (8- dt——(St——) =_(8 __) sz
s V=5 3/l "20\"" 375 40
O ;o <0
F(z) = T gepe2
—_— - <r<
T
1 ;x> 2

Continuous Uniform Distribution on [a,b]

1

p(x)=1b-a
0 ;  otherwise

a<X<b

" -a?  a+b
a (b a) 2

b oz 1 22
E(X) = = -
(X) [; b—adx b-—a 2

b g2 (a+b)2_ 3

Var(X) = f —dm 5 “ 300 a_(a;b) _ (bI;)g

F(X)=fa biadx=z_z for a<xz<b

>
| [—=
Sl

a b
Figure 4: Continuous Uni-
form Distribution

Figure 5: Cumulative Distri-
bution
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Example 9

X is uniform on 1 < X <6. Determine P(X >4|X > 2).

Solution

_P(X>4) 1-F4) 1-g3 2/5 1
P(X24|X22)_P(X22)_1—F(2)_1 L yj5 2




