
§30. Covariance and Correlation

Let X,Y be two random variables with joint pmf (pdf). Let h(x, y) ∶
R2 → R be a (deterministic) function.

E(h(X,Y )) =∑
x,y

h(x, y)p(x, y)

or

E (h (X,Y )) =∬ h(x, y)p(x, y)dxdy

Definition 1

The covariance between the random variablesX and Y , is defined
as

Cov(X,Y ) = E [(X − µX)(Y − µY )] = E(XY ) − µXµY

Example 1
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µx = 1 × 0.3 + 3 × 0.7 = 2.4
µy = 1 × 0.3 + 2 × 0.4 + 3 × 0.3 = 2

σxy = (1)(2)(0.2) + (1)(1)(0.1) + (3)(3)(0.3) + (3)(2)(0.2)
+ (3)(1)(0.2) − (2.4)(2)

= 0.2
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Example 2

X,Y with joint pdf p(x, y) = 2e−x−y, y ≥ x ≥ 0. The marginals
were completed in Lecture 28.

p(x) = 2e−2x , x ≥ 0
p(y) = 2 (e−y − e−2y) , y ≥ 0

µx = ∫
s

0
2xe−2x dx = 2x

e−2x

(−2)∣
∞

0

− 2∫
∞

0

e−2x

(−2) dx =
1

2

µy = ∫
∞

0
2y (e−y − e−2y)dy

= 2y ( e−y

(−1) −
e−2y

(−2))∣
∞

0

− 2∫
∞

0
( e−y

(−1) −
e−2y

(−2))dy =
3

2

Cov(X,Y ) = ∫
∞

0
dx∫

∞

x
dy xy ⋅ 2e−x−y − (1

2
)(3

2
)

= 2∫
∞

0
dx ⋅ xe−x {y e−y

(−1)∣
∞

x

− ∫
∞

x

e−y

(−1)dy}

= 2∫
∞

0
dxxe−x [xe−x + e−x] − 3

4

= 2∫
∞

0
x2e−2x dx + 2∫

∞

0
xe−2x dx − 3

4

= 2(1
4
) + 2(1

4
) − 3

4

= 1

4

Definition 2

The correlation between random variables X and Y is

ρXY =
Cov(X,Y )√

Var(X)Var(Y )
= σXY

σXσY

← unitless measure of association

Theorem 1

−1 ≤ ρXY ≤ 1
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Example 3

E(X) = E(Y ) = 1 × (0.2) + 2 × (0.2) + 3 × (0.6) = 2.4
E(XY ) = 1 × 1 × (0.1) + 1 × 2 × (0.1) + 2 × 1 × (0.1)

+ 2 × 2 × (0.1) + 3 × 3 × (0.6)
= 6.3

σXY = E(XY ) −E(X)E(Y ) = 6.3 − (2.4)2 = 0.54
Var(X) = 12(0.2) + 22(0.2) + 32(0.6) − 2.42 = 0.64 = Var(Y )

ρXY =
σXY

σXσY

= 0.54√
0.642

= 0.84375
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Correlation (and covariance) measure linear relationships between ran-
dom variables.
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Positive Correlation Negative Correlation ρ = 0

Example 4
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X2 + Y 2 = 1

There is a nonlinear relationship between X and Y .

Theorem 2

If X and Y are independent random variables, then

ρXY = 0 σXY = 0
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