§31. Multivariate Gaussian

The normal pdf is

1 (@=p)®
p(x) = ¢

V2o

The bivariate normal pdf is

p(.y) = 27m$0y1 1-p? exp{—z(ll_pz) [(x;:x)z —2p(x;:%) (y(_f’uy) " (y_luy)Ql} )

y Oy

This is a b—parametric pdf :

e means [, [l
e variances o2, g2

Yy

e correlation coefficient p

As expected the marginals are: X ~ N (g, 0.);Y ~ N (puy,oy).

Let’s consider the centred, standardized bivariate normal with
Mo =py=0 ; o,=0,=1

The density is

1 (a —2pwy+y2)}
p(r,y) = —F—=cexp {—
2m\/1 = p?
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What is the conditional density, Pyjy_y(2) =p(z |y)?

p(z,y) 1 S
p(z|y) = = e 0 ~ N py, /1 - p?
| p(y)  2r(1-p?) ( )

For the general bivariate Gaussian in (*)

Oy
p(z|y) ~N(uz+p0— (y—uy),ax\/l—pQ)

Y

o
p(y|x) ”N(My+PU—y($—Hx>Uy\/1—P2)
Remark

The conditional expected value is When p =0,

p(z,y) = p(x)p(y)
and X and Y are

independent.

EY|X=x)=p,+ p& (r—p,) - straight (regression) line.
O

The multivariate Gaussian distribution of a k-dimensional random
vector 7 = (z1,...,7;)" has pdf

1

P($)=P($1,--~,$u)=m

where [i = F(Z) is the mean, and ¥ is the covariance matrix

> = Cov (s, 75) = E[ (i = ps) (2 = )]

15

exp{-3@- =@ )}

1. The marginal distributions are all Gaussian. In fact to obtain the
marginal distribution over a subset of the variables, one only needs
to drop the irrelevant variables from the mean vector and the co-
variance matrix.

2. All the conditionals are also Gaussian. If Z is partitioned as

. T . {1 21 o
=1 - and o= "~ and X = are the corre-
(@) K (Mz) (221 E22)

sponding partitions of the mean vector and the covariance matrix
then

Pgmfg =0~ N([Mi)

fi = g1+ X12%55 (0~ p2)
DIEDRIEDHTIIS IV
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Visual View of the Covariance Matrix; Bivariate Gaussian
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